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Abstract— We propose a novel class of opportunistic scheduling
disciplines to handle mixes of real-time and best effort traffic at
a wireless access point. The objective is to support probabilistic
service rate guarantees to real-time sessions while still achieving
opportunistic throughput gains across users and traffic types.
We are able to show a ‘tight’ stochastic lower bound on the
service a real-time session would receive assuming that the
users possibly heterogenous capacity variations are known or
estimated, and are fast fading across slots. Such bounds are
critical to enabling predictable quality of service and thus
the development of complementary resource management and
admission control strategies. Our simulation results show that
the scheme can achieve more than 90% of the maximum system
throughput capacity while satisfying the QoS requirements for
real-time traffic, and that the degradation in system throughput
is slow in the number of real-time users, i.e., inter and intra
class opportunism are being properly exploited. We note however,
that there is a tradeoff between strictness of QoS requirements
and the overall system throughput one can achieve. Thus if QoS
requirements on real-time traffic are very tight, one would need
to simply give priority to real-time traffic at a loss throughput
derived from opportunism.

I. I NTRODUCTION

Motivation. Wireless networks are moving towards provid-
ing broadband services. These services will support a mixture
of real-time streams (e.g., video/voice and multimedia) and
best effort data transfers (like file downloads or web browsing).
From a user’s perspective this requires a scheduling scheme
which can ensure quality of service (QoS) to a real-time
session and/or minimize transfer delays associated with best
effort sessions (see Figure 1). From a system perspective one
would like the capability to admit a large number of real-
time sessions while, at the same time, maximize revenue
generating data throughput. To manage such traffic mixes on
limited wireless resources, one must be able to predict and
evaluate the likelihood that QoS commitments can be met, i.e.,
devise complementary resource allocation and call admission
strategies.

At the same time a key feature of wireless systems relative
to the traditional wireline systems is that the channel capacity,
or service rate, may exhibit temporal variations. This allows
one to consider scheduling policies that choose to send to,
or receive from, the user(s) which at a given time has(have)
the ‘best’, e.g., highest channel capacity. Such ‘opportunis-
tic scheduling’ can lead to good increases in the aggregate
throughput of a wireless system. Devising an opportunistic

scheduling scheme that handles mixes of traffic while permit-
ting some degree of performance prediction is the objective of
this paper.

Challenges.In meeting this objective one must overcome
somewhat formidable challenges. End system device diversity,
space-time variations in the propagation environment, interfer-
ence, and different user mobility patterns, lead to heterogeneity
and variability in the channel capacity a user would see.
Indeed, those which are near a base station would generally
experience a much better average channel capacity than those
at the edge of a coverage area. Further users will undergo
fast fading, i.e., short term variations that depend on their
location, and whose statistics may vary over time e.g., time
varying for e.g. mobile users. Of course the idea is to exploit
such fluctuations through an opportunistic scheduler, yet one
must do this with care to avoid starving users whose channel
characteristics are less favorable. At the same time real-time
and best effort sessions will have different traffic load statistics
and heterogenous QoS requirements which a scheduler should
somehow address. Finding a practical approach to oppor-
tunistic scheduling that harmoniously deals with the above
discussed factors and at the same time allows ‘prediction’
towards supporting quality of service is the challenge we face.

Related work.Perhaps the first opportunistic scheduling
scheme was proposed in [10], here a greedy strategy known
as max rate scheduling was introduced, i.e., sending to a
user whose channel capacity is currently the highest. Max
rate scheduling achieves high overall system throughput, but
if users have heterogenous channel capacity distributions, it
neglects users with poorer channels. Several approaches have
been proposed to address both unfairness and performance
issues. The best known isproportionally fair scheduling
[7], [19], and subsequently, among others,modified-largest
weighted delay first[1] and exponential rule [18] where
proposed. These mechanisms try to achieve multiple objectives
of ensuring QoS, maximizing throughput while achieving
‘fairness’, etc, and succeed to various degrees. In [17] the
performance of these three scheduling algorithms was com-
pared from the perspective of providing QoS guarantees and
the exponential rule was found to be best. More recently
Maximum Throughput with Minimum/Maximum Rate and
Proportionally Fair with Minimum/Maximum Rate have been
proposed to satisfy users’ QoS guarantees in [2], the idea there
is to weight a user’s current rate by a factor based on how well
the user is doing relative to its target rate.



The above mentioned schemes achieve multiple objectives
by attaching priority weights to users and choose to serve
the user with the highest weighted channel capacity. These
weights can be a function of service a user has seen to date,
the present queue backlog, and QoS or fairness requirements
among users. The flexibility in assigning these weights allows
one to handle heterogeneity in channel capacity distributions.
However proper selection of these weights is very difficult,
because they will in general be jointly dependent on the chan-
nel capacity distributions and traffic characteristics of all users,
and may be impossible for dynamic systems where the activity
levels and numbers of users vary. As such it is unclear whether
a meaningful performance prediction, resource management
and call admission policies could be devised based on such
schedulers.

Another class of opportunistic scheduling approaches as-
sumes the channel distributions of users are known or esti-
mated [11][12][4][15]. The idea is to schedule a user whose
current rate is least likely relative to his current channel
distribution, i.e., in the highest quantile – we shall refer to
these asmaximum quantile scheduling. This approach has
several desirable properties in terms of handling heterogeneity,
decoupling users performance, and permitting prediction of
long termaverage throughput. In our own work [14] we have
shown that in practice this scheme provides excellent through-
put, packet delay and best effort flow delay performance even
when distributions need to be estimated on the fly. However
alone this approach can not address short term QoS guarantees
required for real-time sessions. Nevertheless it will serve as
the building block for the work in this paper.

The work of [21][22][20] suggests realizing QoS guarantees
based on an effective bandwidth concept. An evaluation of the
offered QoS is based on determining the effective capacity
which requires knowledge or estimation asymptotic log mo-
ment generating function of the channel capacity process seen
by a user at the base station. The approach initially focussed
on the case where all users have homogeneous channel ca-
pacity distributions which is unlikely in practice. Extension
to the case where users have heterogeneous channel capacity
distributions was discussed in [20]. However the extension
required evaluating a complicated function over a continuous
range of parameters for each user, making the scheme hard
to implement. Furthermore, because the underlying analysis
is based on large buffer large deviations, the resulting QoS
estimate may not be relevant on the short time scales relevant
for real-time users. The shortcomings of this work highlights
some of the difficulties we mentioned earlier. However, note
that if we are to predictably ensure QoS guarantees it is likely
that the knowledge of users’ channel capacity statistics at the
base station will be required.

There is very little work on opportunistic scheduling and
the integration of real-time and best effort traffic. A simple
solution may be to give absolute priority to real-time over
best effort traffic. If the real-time sessions were scheduled op-
portunistically then such scheme would enable one to exploit
‘intra class opportunism’, i.e., opportunism among users of the
same class. Yet due to the coupling among real time streams it
is unclear, how performance could be predicted. Furthermore,
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Fig. 1. Scheduling a mixture of real-time and best effort users from a wireless
base station.

ideally one would like to also exploit ‘inter class opportunism’,
i.e., opportunism from both the real-time and the best effort
users competing for service.

Contributions and organization.In this paper we propose
a novel opportunistic scheduling mechanism and resource
allocation strategy that fulfil multiple objectives. Under the
assumption that the (possibly heterogenous) channel capacity
distributions of users are known (or estimated) at the base
station and stay stable for moderate timescales, we are able
to ensure probabilistic guarantees on the rate experienced by
real-time sessions over short time scales. For simplicity, we
begin in Section II by considering the case where sessions
see independent, identically distributed channel capacity vari-
ations, i.e., homogeneous channel characteristics and want the
same QoS guarantees. Under fast fading, we develop stochastic
lower bounds for the service received by real-time users which
can be used as a basis for making admission control and
resource allocation decisions. This bound is significant because
it allows resource allocation decision for a real-time user to
be independent of other users’ channel capacity distributions.
This independence holds true even when users have het-
erogenous channel capacity variations and QoS requirements,
which is considered in Section III.Therefore the proposed
opportunistic scheduler can predictably guarantee QoS over
short time scales while still benefiting from opportunism when
users have heterogeneous channel capacity distributions, i.e.,
exploiting both intra class and inter class opportunism.This
is verified in the simulation results presented in Section
IV which show that we can satisfy strong QoS guarantees
while achieving more than 90% of the system throughput
realized under max rate scheduling. This is excellent since
for a static saturated set of users, max rate maximizes the
system throughput. Our analysis assumes users channels are
fast fading, i.e., i.i.d., across slots, but we propose a heuristic
modification that would make the scheduler robust if in fact
users capacity variations were dominated by a slow fading
environment. This claim is again supported by our simulations.
Section V concludes the paper.

II. SCHEDULING AND RESOURCEALLOCATION FOR

SYMMETRICAL CHANNEL CAPACITY DISTRIBUTIONS

A. System Model and Notation

For simplicity, we consider only downlink scheduling from
a base station to multiple users (the scheme can be applied for
uplink scheduling as well). We divide time into equal sized
slots with at most one user served per slot. During each slot,
each user feeds back the channel capacity or rate (we will use
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these terms interchangeably) it can support to the base station
which in turn makes a decision on which user to serve. Such
a system model is used in CDMA-HDR systems defined in
the CDMA2000 IS-856 standard [7].

Channel assumptions.In practice, characterizing the chan-
nel capacity or rate seen by a user is quite complicated. There
are several factors that affect the capacity, they can be broadly
classified into two classes[16]. First, there is large scale path
loss in the ‘average’ capacity seen by a user due to the
distance of a user from the base station, and the shadowing
due to obstacles in the path between the user and the base
station. Secondly, there is small-scale variation or fading in the
instantaneous capacity due to multipath time delay spread, the
speed of such variations depends on the Doppler spread seen
by the user. Therefore a simple yet reasonably accurate model
may be to view the channel capacity seen by a user as a quasi
stationary random process, with the marginal distribution that
changes following changes in the large scale path loss. These
marginal distributions are likely to be different across users.

Note that ensuring QoS requires giving guarantees towards
future service, this can be done only if the users’ capacity
distribution or some function of it is known or predicted at the
base station. Also note that if a user’s distribution changes, the
guarantee given may or may not hold, thus one must constantly
track and learn the distribution (or some function of it). If
the channel is quasi-stationary on time scales where users’
rate distribution estimates may be made reliably, then the base
station can track and allocate resources as needed to ensure
QoS goals are met. Of course, if users’ capacity distribution
is changing too fast, then it is virtually impossible to provide
any kind of guarantee.

In this paper we will assume such quasi-stationary char-
acteristics for users’ channel capacities, and for analysis
purposes assume the regime where the users’ channels are
in fact stationary. This will allow us to establish the resource
requirements for each ‘stationary’ regime the user experiences:

Assumption 2.1:We assume the channel capacity (rate) for
each user is a stationary ergodic process and these processes
are independent, identically distributed (i.i.d.) across users.
The channel capacity for each user is fast fading, i.e., the
channel capacity for each user is independent across slots and
remains constant during a slot. Further we assume that the
marginal distribution for each user is either known a priori, or
estimated by the base station.

Discussion of the assumptions.Let us first discuss the
assumption that the base station knows, and in particular can
estimate, the marginal distributions of the channel capacity
processes. This can be achieved using simple book keeping
on the users’ feedback of the currently achievable rate, i.e.,
tracking. We need to know users’ channel distribution for max-
imum quantile scheduling (for asymmetrical channel capacity
distributions), and to perform resource allocation. We show in
[14] that the throughput penalty due to estimation errors in
users’ channel distribution is not high for maximum quantile
scheduling. This result will be informally stated later in this
paper. Additionally as will be discussed in the final analysis,

the base station only needs to know the mean and variance
of a certain quantity users’ channel distribution to perform
resource allocation. In summary, the assumption is required,
but is not unreasonable in a practical system - which tracks
quasi-stationary changes in channel statistics.

Let us discuss the other assumptions. First as discussed
earlier the channel capacities seen by users might indeed be
roughly stationary over a reasonable period of time, partic-
ularly if users are at fixed locations. We conjecture based
on the performance of maximum quantile scheduling under
estimated rate distributions that the users’ channel should be
stationary for roughlyO(n2

tot) number of time slots (herentot

is the total number of users in the system) to allow us to
collect sufficient samples for performing resource allocation
and scheduling without penalizing throughput performance too
much [14]. The assumption that users’ rates are independent
is also likely to be true, though a notable exception is the
case where mobile users move in a correlated manner, e.g.,
along a highway. The assumption that users’ channels are
identically distributed is simplistic, this will be relaxed later
when we incorporate heterogeneous channel capacities in our
framework. For the channel capacity to be independent across
slots, the channel must be fast fading with a coherence time
equal to that of a slot’s time period. This may not be realistic,
but ‘opportunistic beamforming’ [19] can provide sufficient
variability in the rates experienced by users across slots to
roughly achieve this. Also, later we will propose a heuristic
for the case where users’ rates are correlated across slots. Note
that we do not assume any specific channel model, this allows
the scheme to work under any fading process users might be
experiencing.

Notation. We begin by introducing some notation relevant
to this section. For simplicity, the time period of a slot is fixed
to a single time unit. LetXi = (Xi(t) : t ∈ N) be a discrete
time random process capturing the channel rate process of
user i. By Assumption 2.1,Xi’s are stationary and ergodic
processes. LetXi be a random variable representing the mar-
ginal distribution ofXi. Again by Assumption 2.1, the channel
is fast fading, thereforeXi captures the rate distribution seen
by useri in a typical slot. Letxi(t) denote the realization of
the channel capacity of useri for time slot t. According to
Assumption 2.1, the base station knows the distribution of the
Xi in addition toxi(t) for each user. Also since for now, we
assume that the channel capacity distributions are i.i.d. across
users , therefore we will sometimes drop the users’ index in
this section and denoteXi by X, a random variable whose
distribution is same as that of the channel capacity of any of
the users in the system.

Let Ar(t) denote the set of active real-time users at time
slot t, i.e., if i ∈ Ar(t) the base station will allow useri to
compete for the slott. Note that the scheduling discipline
will be responsible for deciding which real-time users are
‘allowed’ to contend for a slot. Also note that for convenience
it is possible for an active real-time user in a slot to have no
backlogged data. The set of active best effort users is denoted
by Ab(t). A best effort userj is said to be active only if it
has a backlog prior to that slot. The set of active best effort
users is denoted byAb(t) and defineA(t) := Ar(t) ∪Ab(t).
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Under max rate scheduling, the base station receives channel
capacity feedbackxi(t) from each user inA(t) and chooses
the ‘best’ to serve. More formally, the access station chooses
to serve useri during slot t if xi(t) = maxj∈A(t) xj(t).
We let X(l) = max{X1, ..., Xl}, where all Xj ’s are i.i.d.
and Xj ∼ X, i.e., X(l) is the maximum ofl i.i.d. random
variables. Consider a slot where useri is competing withl−1
other users. Conditioning on useri being selected for service,
his conditional rate distributionXi is the same asX(l). This
follows easily by symmetry among the contending users. Let
us discuss some properties ofX(l) which will be useful in the
proofs given later.X(l) are stochastically increasing inl, i.e.,
∀x, Pr(X(l+1) ≥ x) ≥ Pr(X(l) ≥ x). This is usually denoted
asX(l+1) ≥st X(l), and means that the probabilityX(l) takes
a high value increases inl.

We shall letn denote the total number of real-time users
and nb the total number of best effort users (see Figure 1).
For simplicity we assume that a user initiates only one type
of session at a time, with exactly one real-time stream per
real-time user, i.e., the number of real-time users is equal to
the number of real-time streams.

QoS definition.The notion of QoS considered in this paper
involves ensuring a useri sees a desired rater over a frame
of length τ with an outage probability ofδ. More formally,
we divide time into equal sized ‘frames’ ofτ units and our
goal is to ensure that for each of these frames

Pr(Si(τ) > rτ) ≥ 1− δ,

where Si(τ) is a random variable denoting the cumulative
potential service to useri during a frame. For simplicity we
restrictτ to take only integral values with respect to the time
unit, i.e., the QoS guarantees are given only over an integral
number of time slots.

If the traffic load of useri does not exceedrτ over a given
frame, and any data experiencing more than a delay of2τ is
thrown away (i.e., no longer considered for scheduling), then
the above rate guarantee translates to a delay guarantee of the
form

Pr(Di ≤ 2τ) ≥ 1− δ,

whereDi is the scheduling delay associated with a typical bit
of data designated for useri.

To guarantee the required QoS, we will use a stochastic
envelope based approach [5][9]. The idea is to lower bound
the actual serviceSi(τ) by a quantitySlow

i (τ) that satisfies
two properties, firstly

Si(τ) ≥st Slow
i (τ),

so that if Slow
i (τ) meets the QoS guarantee then so will

Si(τ). Secondly,Slow
i (τ) will be analytically tractable from a

resource allocation perspective.
We will first focus on providing the same QoS guarantee

to all the real-time users, and later generalize to multiple QoS
needs in Section III.

B. Opportunistic Round Robin

Recall that our goal is to find a scheduling scheme and
resource allocation strategy that exploits both intra and inter

class opportunism to provide high throughput to all users
while meeting real-time users’ QoS requirements. Yet, let us
first consider schedulingn real-time users. A simple way to
serve them is to use a frame withn slots. In every slot, the
users feedback their rate for that slot and the base station
opportunistically serves the best user. Once a user has been
served in a frame, he does not compete for service until
the next frame. This ensures that each active real-time user
gets served once every frame. This scheme is similar to
that proposed in [8], however the objective there was not to
provide QoS guarantees. One might call this ‘opportunistic
round robin’ scheduling. Consider a saturated system, i.e., all
users have infinite backlogs. Under conventional round robin
a typical user in such a system would see a slot whose rate
distribution is the same asX(1), i.e., no opportunistic gain.
However, under the opportunistic round robin scheme, a user
is equally likely to be served on any one of the slots of the
frame. If it is served on the(n− j + 1)th slot, it would have
competed withj−1 other users and will see a rate distribution
of X(j). This means that the rate distribution in atypical slot
will be a mixture, i.e., with probability (w.p.)1n it will see the
distribution ofX(n), w.p. 1

n a distribution ofX(n−1) and so
on. We let the random variableY have the rate distribution
seen by such a user, then

Y =





X(n) w.p. 1/n
. . . w.p. 1/n

X(1) w.p. 1/n.
(1)

ClearlyY ≥st X(1), so our opportunistic round robin scheme
will give improved data rate to users.

In present day systems, a time slot is of the order of
milliseconds (1.67 msec for CDMA-HDR), while video and
multimedia traffic require guarantees of around100 kbps on
a time scale of the order of hundreds of milliseconds. So,
if the number of real-time users is not large, i.e., frame
sizes are tens of milliseconds, there is a ‘slack’ in the QoS
requirement that is not exploited by opportunistic round robin
which in turn can lead to severe system throughput penalties–
our simulations (not presented here) show this. This slack can
be used to schedule best effort users and enhance opportunism.
An alternative is to have a larger frame and give multiple slots
to users. This brings us to our proposed scheduling scheme.

C. Proposed Scheduling Scheme

In our scheme the frame is as long as the time period on
which the QoS guarantees need to be ensured, i.e.,τ . Each
real-time user is assignedk ‘tokens’, i.e., each real-time user
will be served at mostk slots within a frame. Note thatnk
can at most be equal toτ . We describe how to determine the
value ofk in the next subsection.

The proposed scheduling scheme combines a policy to
decide which users will be active, i.e., the setA(t) that contend
for a slot, with a mechanism to select the user to serve during
that slot. To avoid confusion, we henceforth refer to the latter
as ‘selection criterion’ and denote it by a set-valued function
φ(·). In this section we use max rate selection criterion among
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users, i.e.,
φ(B(t)) := arg max

j∈B(t)
xj(t),

where B(t) is a set of users at time slott. Note since rate
distributions are i.i.d., i.e., symmetric, this criterion is fair and
maximizes system throughput.

We present the proposed scheduling scheme in terms of an
algorithm that is implemented every frame. It starts at the first
slot of the frame and ends at the last slot of the frame. The
time slots within a frame are indexed ast = 1, . . . , τ , while
the number of tokens remaining for userj is denoted bykj

r.
Recall thatAr(t) is the set of active real-time users allowed
by the proposed scheduling scheme to compete during slott,
in contrastAb(t) is the set of best effort users that have data
backlogged during slott andA(t) = Ar(t) ∪Ab(t).

Algorithm for the proposed scheduling scheme

1) Initialize t = 1 andAr(1) to be the set of all admitted
real-time users each withk tokens allocated to it, i.e.,
∀j ∈ Ar(1), kj

r = k.
2) If t > τ , i.e., end of frame is reached, then go to Step

12, else if(τ − t) =
∑

j∈Ar(t) kj
r, i.e., the number of

remaining slots in the frame is equal to the total number
of remaining tokens, then go to Step 8 else go to the next
step.

Phase I
3) Based on the feedback from the users, choose useri

such thati ∈ φ(A(t)), with ties broken randomly.
4) If i is a best effort user, then serve him and go to Step

7, else go to the next step.
5) If i is a real-time user which is backlogged, then serve

him, else ifAb(t) is not empty serve a best effort user
from Ab(t). The best effort user can be selected using
any criterion e.g. proportionally fair, max rate etc.

6) Updateki
r = ki

r − 1, and if ki
r = 0, i.e., useri has

used up its tokens, then updateAr(t) = Ar(t) \ {i},
i.e., remove useri from Ar(t).

7) Incrementt = t + 1 and defineAr(t + 1) = Ar(t). Go
to Step 2.

Phase II
8) Based on the feedback, choose useri such thati ∈

φ(Ar(t)), with ties broken randomly. Note that we are
now choosing only among real-time users.

9) If i is a backlogged real-time user, then serve him, else
if Ab(t) is not an empty set, then serve a best effort user
from Ab(t). Again, the best effort user can be selected
using any criterion e.g. proportionally fair, max rate etc.

10) Updateki
r = ki

r − 1, if ki
r = 0, i.e., useri has used

all of his tokens, then updateAr(t) = Ar(t) \ {i}, i.e.,
remove useri from Ar(t).

11) Incrementt = t + 1, if t > τ , then go to the next step,
else defineAr(t + 1) = Ar(t) and go to Step 8.

12) Proceed to the next frame.

We now give a brief description of the scheme using an
example containing a number of best effort sessions and 2 real-
time users. Each real-time user is assigned3 tokens. Figure 2
shows a frame of sizeτ = 10.

Whenever a real-time user is given a chance to be served, his
token count decreases by1 and when the token count becomes
zero, he is no longer considered for service (Steps 6 and 10).

The scheduling scheme is divided into two phases. During
the first phase (Steps 3 - 7), both active real-time and best
effort users are allowed to compete for service. In each slot,
the user with the maximum rate is identified and served,
with ties broken randomly. The first phase continues until the
total number of remaining tokens in the system is equal to
the number of slots remaining in the frame(Step 2). In our
example (Figure 2), the first phase lasts until Slot 7. In Slot
3 and5, real-time User1 supported the highest data rate and
was served, similarly real-time User2 was served during Slot
6. Best effort users were served in the rest of the slots (the
shaded ones). After Slot 7, the above mentioned condition for
the end of first phase is satisfied, so the second phase starts.

During the second phase (Steps 8 - 11), only the real-time
users are allowed to contend for service under the max rate
selection criterion. This phase is needed to ensure that every
real-time user is served as many times as the number of tokens
assigned to it. Note thatAr(t) will be empty by the end of
the frame. The second phase slot assignment for the example
are shown in Figure 2. Slots8 and9 are assigned to real-time
User 2 and he is no longer allowed to compete. As a result,
User1 gets Slot10, thus ensuring that both users got served
as many times as the number of tokens they were allocated.
Note that Figure 2 is just one of the many realizations that the
proposed scheduling scheme could follow (even the starting
point of the second phase is not fixed). In fact the number of
possible realizations grows combinatorially in bothn and k,
making the scheme hard to analyze.

Note that we provision tokens for real-time users based on
their QoS requirements, therefore it is possible that a real-time
user selected for service may have no data to receive during
that slot (note that the definition of an active real-time user
allows this). When this is the case, we allow the slot to be
used by any active best effort user (Steps 5 and 9). The best
effort user to be served can be selected on a desirable criterion
e.g. max rate, proportional fairness.

Some comments on the two phases of the proposed schedul-
ing scheme. The first phase allows the exploitation of both
inter and intra class opportunism and thus takes advantage of
the slack in the QoS requirement. The second phase is needed
to guarantee quality of service to real-time users, however note
that opportunism is still exploited across the remaining real-
time users. Together the two phases allow one to maintain high
throughput while providing quality of service.

D. Analysis and Resource Allocation

The value ofk must be decided so that the specified QoS
guarantee is met for all real-time users. LetZ∗j denote the data
sent to a real-time user upon consuming itsjth token, i.e., the
jth time it gets served. Our goal is to determine the minimum
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Fig. 2. Example of the proposed scheduling scheme with frame size of10
and2 real-time users each having3 tokens

number of tokensk such thatPr(
∑k

j=1 Z∗j ≥ rτ) ≥ 1 − δ.
This is not easy to compute, even when users have i.i.d. rate
distributions.

Note that∀j, Z∗j ≥st X, i.e., at worst a user contends
with no other users and thus sees the marginal channel
capacity distribution of a typical slot with no opportunistic
gain. Therefore it is likely that∀s,

∑s
j=1 Z∗j ≥st

∑s
j=1 Xj ,

whereXj ’s are i.i.d. andXj ∼ X. (Note that becauseZ∗j ’s
are not independent random variablesZ∗j ≥st X is not a
sufficient condition for proving

∑s
j=1 Z∗j ≥st

∑s
j=1 Xj , but

the bound will be shown to be true later.) Then perhaps, the
simplest bound would be to replaceZ∗j by X, and finding the
minimum value ofk that satisfiesPr(

∑k
j=1 Xj ≥ rτ) ≥ 1−δ

using e.g., the Central Limit Theorem. But this bound is very
conservative, i.e., will allocate too many tokens, becauseX
does not reflect any of the opportunistic gains achieved by the
proposed scheduling scheme.

To find a more efficient, yet conservative resource alloca-
tion approach, consider a ‘static division scheduling scheme’,
where the frame is divided into two parts. During the first
part, consisting ofτ −nk slots, the slots are opportunistically
allocated among the best effort users, while the real-time users
are opportunistically served during the second part. This is
a special case of the original proposed scheduling scheme
where only best effort users are served in Phase I. LetZj

be the same quantity for the static division scheme asZ∗j
is for the proposed scheme. We claim in Theorem 2.2 that∑k

j=1 Z∗j ≥st
∑k

j=1 Zj , i.e., the static division scheduling
scheme under performs relative to our proposed mechanism.

Before proving this claim, we digress to state three prop-
erties satisfied by both the proposed and the static division
scheduling scheme when max rate selection is used under
Assumption 2.1. These properties are used in the proof of
Theorem 2.2, its supporting lemmas, and subsequent results.

Property 2.1: (Equal Resource Allocation) All real-time
users are allocated an equal numberk of tokens.

Property 2.2: (Symmetrical Selection) In a typical slot, each
active real-time user is equally likely to be selected for service
by the selection criterion (the selection probability for an active
best effort user can be different).

Property 2.3: (Monotonicity) The selection criterion is such
that for any useri and for any value ofl, Xi,(l+1) ≥st Xi,(l),
whereXi,(l) is the random variable denoting the rate seen by
user i given it is selected for service while competing with
l − 1 other users.

We now introduce some further notation. LetN∗
j be a

random variable representing the number of real-time users in

the system when a typical real-time user gets thejth token
in our proposed scheduling scheme. LetNj represent the
same quantity for the static division scheduling scheme. Note
that under the static division scheduling scheme, a real-time
user competes only with other real-time users while under the
proposed scheduling scheme there might also be competing
best effort users. Therefore it is likely thatN∗

j ≥st Nj , this is
at the root of our next theorem, which is proven in Appendix I.

Theorem 2.2:Consider the proposed and the static division
scheduling schemes where all real-time users are allocated an
equal numberk of tokens. Then under Assumption 2.1 and
the max rate selection criterion, for a typical real-time user

k∑

j=1

Z∗j ≥st
k∑

j=1

Zj .

Theorem 2.2 implies that to meet the quality of service
constraint, it is sufficient to satisfyPr(

∑k
j=1 Zj ≥ rτ) ≥ 1−δ.

To compute this, let us study the properties ofZj . Note that
Zj is the maximum overNj i.i.d. random variables with the
same distribution asX. In other words,Zj ∼ X(l) w.p.
Pr(Nj = l), ∀l. The distribution ofX is assumed to be
known, but it is difficult to calculate the distribution ofNj

because of the number of ways our opportunistic scheduling
scheme can proceed, i.e., how users are served, grows in a
combinatorial fashion. Also note thatZj ’s are not i.i.d. which
makes it difficult to calculatePr(

∑s
j=1 Zj ≥ rτ) for any given

value of s. To remedy this, we propose a further stochastic
lower bound that still factors the opportunistic gain. Our next
claim is that

∑k
j=1 Zj ≥st

∑k
j=1 Yj , where Yj ’s are i.i.d.

and Yj ∼ Y , whereY is as defined in (1) in Section II-B.
We shall refer to this stochastic lower bound as the ‘mixture
bound’. The following theorem formally states our claim with
the proof given in Appendix II.

Theorem 2.3:Consider the static division scheduling
scheme where all real-time users are allocated an equal number
of k tokens. Then under Assumption 2.1 and max rate selection
criterion, for a typical real-time user

k∑

j=1

Zj ≥st
k∑

j=1

Yj ,

whereYj ’s are i.i.d. andYj ∼ Y , with Y is as defined in (1).

Theorem 2.3 bounds the cumulative data received by a
typical real-time user in a frame by a sum of i.i.d. random
variables where each is a mixture of distributions. If the
number of tokens required per user, i.e.,k, is large enough,
the distribution of

∑k
j=1 Yj can be roughly approximated, e.g.

using the Central Limit Theorem. An advantage of using the
Central Limit Theorem is that one can compute the value ofk
based only on the mean and variance ofY , which eliminates
the need to know the actual distribution ofX. Of course note
that if users’ rate distribution change, then so will the number
of tokens required by them and the value ofk will have to be
recomputed and allocated to track such changes.

Note that by virtue of the definition ofY , the above
approach factors the opportunistic gains in our scheme. Recall
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Fig. 3. Stochastic ordering of the cumulative data received by a typical
real-time user in a frame under the proposed scheduling scheme, the static
division scheduling scheme, the mixture method and the simplest method.

that the simplest bound to computek conservatively would be
to ensurePr(

∑k
j=1 Xj ≥ rτ) ≥ 1 − δ. Now as discussed in

Subsection II-BY ≥st X, and due to independence among
Yj ’s,

∑k
j=1 Yj ≥st

∑k
j=1 Xj . Hence once can conclude that∑k

j=1 Z∗j ≥st
∑k

j=1 Xj , i.e., the simplest method is conserv-
ative. Figure 3 summarizes the overall stochastic ordering for
the cumulative data received by a typical real-time user under
the proposed scheduling scheme, the static division scheduling
scheme, the mixture bound and the simplest bound.

A simple numerical experiment.As mentioned earlier, the
simplest bound may allocate too many tokens. For example,
we computed the number of required tokens per user using
both the simplest bound and the proposed mixture bound for
a system where each real-time user required a rate guarantee
of 100 kbps over a time scale of167 msec with an outage
of 1%. The number of real-time users was5 and all users
were experiencing Rayleigh fading with a mean signal to noise
ratio(SNR) of2. Each slot was of size1.67 msec (so the frame
size was 100 slots) and the mapping from SNR to discrete rates
was that used for CDMA-HDR [3]. The simple bound gave
a requirement of20 tokens per user while the mixture bound
suggested only12 tokens were needed. In addition, simulations
showed that the exact number of tokens required to meet the
guarantee were 11.This suggests that our mixture bound is
fairly tight, and thus useful.

We emphasize that under the proposed scheme, unlike the
weight based schemes discussed in related work, we were able
to develop a concrete resource allocation approach.

III. SCHEDULING AND RESOURCEALLOCATION FOR

ASYMMETRICAL CHANNEL CAPACITY DISTRIBUTIONS

The symmetrical rate distributions case considered above,
though unrealistic is a good starting point to solving the more
general problem. In this section we allow users to experience
different channel capacity distributions and describe the mod-
ifications required to our proposed scheme. We restate our
assumption on the users’ channel characteristics as follows:

Assumption 3.1:We assume the channel capacity (rate) for
each user is a stationary ergodic process and these processes
are independent, butnot necessarily identically distributed
across users. The channel capacity for each user is fast fading,
i.e., the channel capacity for each user is independent across
slots and remains constant during a slot. Further we assume

that the marginal distribution for each user is either known a
priori, or estimated by the base station.

Note again that we are not assuming any specific distribution
on the channel capacity variation.

The token scheme proposed in Section II achieves multiple
goals, it guarantees that the QoS requirements for real-time
users are met, while exploiting both intra and inter class
opportunism to achieve high overall throughput. We want these
desirable properties to hold while extending the scheme to
the asymmetric case. Our approach of allocating tokens to
each real-time user and then scheduling users opportunistically
allows us to achieve these goals. However to efficiently
calculate the number of tokens required by a user, one would
like the Theorem 2.2 and Theorem 2.3 to also hold under
Assumption 3.1. As mentioned earlier, the proofs of these
theorems depend on the Properties 2.1, 2.2 and 2.3 holding
true.

Let us consider the ‘Equal Resource Allocation’ property.
Under Assumption 3.1, it is likely that different users may
require different number of tokens to be guaranteed the same
QoS. This can be dealt with by simply over allocating tokens
so that all real-time users have the same number of tokens,
but this in turn can lead to lesser number of real-time users
getting admitted. Better alternatives will be discussed later.

The ‘Symmetrical Selection’ and ‘Monotonicity’ properties
depend on the selection criterion. It is clear that under As-
sumption 3.1, it is unlikely that max rate selection criterion
will satisfy Property 2.2. An alternative is to randomly select
a user (among the active ones), however there would be
no opportunistic gains in this case. Our solution is to use
maximum quantile scheduling, which will ensure that the two
properties are satisfied and yet give good opportunistic gains.
Maximum quantile scheduling has been proposed by several
researchers under different guises [11][12][4][15], it is briefly
introduced in the next subsection.

A. Maximum Quantile Scheduling

We introduce some notation to describe maximum quantile
scheduling. The rate distribution function of theith user, i.e.,
the distribution function ofXi is denoted byFi(·) and its
unique inverse byF−1

i (·). For simplicity, we considerXi to
be continuous random variables. The results can be extended
to the discrete case [13].

As mentioned earlier, the idea of the scheme is to schedule
a user whose current rate is highest relative to hisown
distribution, i.e., in the highest quantile. Under maximum
quantile scheduling, useri is selected for service on time slot
t when [12]

i ∈ arg max
j∈A(t)

Fj(xj(t)).

Using the fact thatFj(Xj) is uniformly distributed on[0, 1],
one can show that each competing user isequally likelyto get
served on a typical slot, i.e., Symmetrical Selection is satisfied
by the scheme.

Next we show that maximum quantile scheduling sat-
isfies Property 2.3, i.e., Monotonicity. DefineXi,(l) =
max{Xi

1, . . . , X
i
l }, whereXi

j ’s are i.i.d. andXi
j ∼ Xi. Then
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the rate experienced by useri when selected for service on a
typical slot by maximum quantile scheduling while competing
with l − 1 other users, has the same distribution asXi,(l).
It is easy to see that for anyl, Xi,(l+1) ≥st Xi,(l), i.e.,
Monotonicity is satisfied.

Note that maximum quantile scheduling requires that users’
rate distributions be known at the access point. However,
rate distributions can be estimated using the feedback sent
by users’ on each slot. LetRi denote the rate seen by
user i on a typical slot in which it is selected for service
under maximum quantile scheduling with perfectly known
distributions. LetR̃i

m denote the same quantity for useri under
maximum quantile scheduling with users’ rate distribution
being estimated usingm previous samples of the feedback.
Then it is established in [14] that∀r,

(
m + 1
ntot

(1− (
m

m + 1
)ntot)) ≤ Pr(R̃i

m ≤ r)
Pr(Ri ≤ r)

≤ 1.

Recall that herentot denotes the total number of users in the
system. The above statement can be simplified to show that
if one needs to achieve an average throughput penalty of less
thanε due to rate distribution estimation error, then one needs
only m = ntot

2ε samples, i.e., linear with the number of users.
For example, to achieve a penalty less than 5%,10ntot samples
are needed, which seems reasonable since there are hundreds
of slots in a second.

We are now in a position to describe the proposed modifi-
cation to our scheduling discipline under Assumption 3.1.

B. Proposed Modification

We begin by discussing resource allocation, i.e., evaluating
how many tokens should be allocated to each user. In order
to do so, we define a new quantityY i given by

Y i =





Xi,(n) w.p. 1/n
. . . w.p. 1/n

Xi,(1) w.p. 1/n.
(2)

As mentioned earlier, it is likely that due to the asym-
metric nature of users rate distributions, each real-time user
may require a different number of tokens for the same QoS
requirement. For each real-time user, calculate

ki = min
s
{s | Pr(

s∑

j=1

Y i
j ≥ rτ) ≥ 1− δ}, (3)

whereY i
j are i.i.d. andY i

j ∼ Y i, with Y i defined in (2). We
shall letk now be given by

k = max
j=1,...,n

kj . (4)

Suppose every real-time user is allocatedk tokens. Note that
we require that,nk ≤ τ , i.e., the total number of tokens
allocated must be less than or equal to the size of frame.

It should be clear by now that the selection criterion is
changed to maximum quantile instead of max rate. Thus the
selection criterion in the algorithm is now defined as

φ(B(t)) := arg max
j∈B(t)

Fj(xj(t)),

when theXj are continuous. For the discrete case, we refer
the reader to [14][4].

With the two proposed modifications, the three properties
stated in the previous section are satisfied. It follows that the
claims of Theorem 2.2 and 2.3 hold under Assumption 3.1.
This in turn shows that the value ofk obtained in (3) and (4)
will be conservative.

Rather than state the modified versions of Theorem 2.2 and
2.3 under Assumption 3.1, we will state a stronger version
that will be useful later in the sequel. LetS be any set such
that S ⊆ {1, . . . , k}, this can be viewed as any subset of the
tokens assigned to a user. LetZi∗

j denote the transmitted data
to real-time useri when it uses up thejth token under the
proposed scheduling scheme and letZi

j be the same quantity
for the static division scheduling scheme. The following are
the generalized theorem statements without proofs (which are
analogous to those of Theorem 2.2 and 2.3).

Theorem 3.2:Consider the proposed and the static division
scheduling schemes where all real-time are allocated an equal
numberk of tokens. Then under Assumption 3.1 and maxi-
mum quantile selection criterion, for any real-time useri

∑

j∈S

Zi∗
j ≥st

∑

j∈S

Zi
j ,

for S ⊆ {1, . . . , k}.
Theorem 3.3:Consider the static division scheduling

scheme where all real-time users are allocated an equal number
k of tokens. Then under Assumption 3.1 and maximum
quantile selection criterion, for any real-time useri

∑

j∈S

Zi
j ≥st

∑

j∈S

Y i
j ,

for S ⊆ {1, . . . , k}, where Y i
j ’s are i.i.d. with the same

distribution asY i is given by (2).

Grouping of users.As mentioned earlier, allocating the
same number of tokensk is based on (3) and (4) is likely to be
conservative for heterogeneous users. To improve upon this,
we group users with smaller token requirements into single
virtual users. We explain this with an example below.

Consider the following scenario, suppose there are5 real-
time users in the system. All users undergo Rayleigh fading,
but have different mean SNR. User1 and2 have a mean SNR
of 3, User3 has a mean SNR of2, while User4 and5 have
a mean SNR of0.8. The SNR to rate mapping is same as
the example discussed in Section II-D, i.e., same as that of
CDMA-HDR. All real-time users are to meet a QoS guarantee
of 100 kbps over a time scale of167 msec with an outage
probability of 1%. The frame size is thus100 slots.

If tokens are allocated according to (3) and (4), then
each real-time user would be allocated20 tokens each (see
Figure 4(a)), and there would be no slots left for Phase I of
the proposed scheduling scheme. However, if a given real-time
user competes with at most3 other real-time users in a slot,
then Y i = Xi,(l) w.p. 1

4 , l = 1, . . . , 4. In this case Users1
and 2 will require 11 tokens each, while User3 requires13
tokens and User4 and5 require22 tokens each. One can then
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Fig. 4. Parts (a) and (b) show token requirements and allocation with and
without grouping respectively. The shaded portion depicts the excess allocated
tokens

allocate22 tokens to User3, 4 and5 and combine User1 and
2 into a single virtual user having a total of22 tokens. This
is illustrated in Figure 4(b), theren′ represents the maximum
number of real-time users that are allowed to compete for a
slot (note thatn′ = n if no grouping is used, elsen′ < n).
As shown, User1 uses the first11 tokens of the virtual user
followed by User2. Then S = {1, . . . , 11} for User 1 and
by Theorem 3.2 and 3.3, both would be able to meet their
QoS requirement. We simulated such a system with16 best
effort users and verified our claim to be true. The advantage
of grouping is exhibited in this example where instead of100
tokens, only88 need to be allocated to real-time users.

There are multiple ways of grouping users together, one
can also group more than two users. Another possibility is to
increasek slightly to allow better groupings. Referring back
again to our example, suppose User3 and4 required21 tokens
each instead of the22 required (with grouping), then one could
have definedk as22, i.e., over allocate by1 token to User3
and4, to allow us to group Users1 and2.

Unfortunately finding the optimal grouping is an NP-Hard
problem. We introduce some notation to prove our claim. Let
Pn′ denote the collection of all partitions of the set of all real-
time users withn′ non-empty sets. LetP denote a partition of
the set of all real-time users, andp be a set inP . We denote
the tokens required by useri when it is competing for service
with n′ virtual real-time users for service byki(n′). Then the
problem of optimal grouping can be written as follows:

Optimal grouping problem: Find the number of groupsn′

and a partitionP of all real-time users into that number of
groups such that

min
n′=1,...,n

n′kmax(n′),

where
kmax(n′) = min

P∈P
max
p∈P

∑

i∈p

ki(n′).

The following theorem shows that the above defined prob-
lem of optimal grouping is NP-Hard.

Theorem 3.4:The Optimal grouping problem is NP-Hard.

Proof: Consider a fixedn′, then finding the value of
kmax(n′) is equivalent to the load balancing problem, which
in turn is known to be NP-Hard [6].

One can however propose simple heuristics to find subopti-
mal grouping solutions. For example consider a givenn′, then
a user must belong to one of then′ groups, each corresponding
to a single/virtual user. A simple solution would be to order
users by their ‘load’ki(n′) and starting with the highest
ki(n′), place them in a group that currently has the lowest total
load. One can search over different best fit solutions varying
values ofn′ and find the best solution. For other heuristics,
see [6].

Multiple QoS Guarantees.Let us consider providing differ-
ent rate guarantees to different users. Here, each user can ask
for a specific rate guaranteeri with his own outage probability
δi. However, the time scale over which the guarantee is
given, i.e., the frame lengthτ is common to all users. (One
can somewhat relax this constraint by giving guarantees over
integral multiples ofτ .) Supporting multiple QoS requirements
can lead to different users needing different numbers of tokens,
which can be solved by grouping real-time users together. Thus
extending our scheme to meet multiple QoS criteria efficiently.

C. Call Admission Policy

The call admission policy is quite simple, to admit a call
n′k ≤ τ , wherek now is the number of tokens allocated to
each user or a virtual user (if there is grouping).

However, note that in order to check whether a new user can
be admitted into the system we have assumed that the capacity
distribution of the new userFn+1(·) is known a priori, this is
unlikely. A practical solution to this problem is to initially use
a typical distribution derived from users currently or previously
associated with the wireless access point. For example, let
F̃ (·) be the ensemble average of the distributions for ongoing

(or past) users, e.g.,̃F (x) =
Pntot

j=1 Fj(x)

ntot
. This distribution

represents what a typical user might see, or what a mobile
user might see throughout its lifetime in the system.

It is also important to note here that call admission is a
long term decision, and one may need to save resources for
future events like time varying rate distributions. Here, the
number of tokens required by a user may vary across frames,
this can be due to inaccuracy in estimating the distribution
of users (especially for the newly admitted user) and time
varying nature of users’ rate distributions. Therefore one needs
to reserve a pool of extra slots to handle such variations and
allocate tokens from the pool to users that are not able to meet
their QoS requirement in a frame. This pool can also be used
for incoming handoffs from neighboring cells. Estimating the
number of tokens can be investigated as future work.

IV. SIMULATION RESULTS

We simulated the proposed scheme under various scenarios.
We begin by considering the performance of the scheme
as the number of real-time users and the QoS constraint
vary. Next we observe the outage of real-time users with an
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Fig. 5. Percentage system throughput achieved by the proposed scheduling
scheme compared to max rate scheduling with increasing number of real-time
users.
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Fig. 6. Percentage average quantile achieved by the proposed scheduling
scheme compared to maximum quantile scheduling with varying QoS con-
straint in number of slots per frame.

increasing number of best effort users. Finally we propose a
heuristic to accommodate slow fading channels and observe its
performance. Our simulation setup is similar to that of CDMA-
HDR, the slot time period was set to1.67 ms, with SNR to
rate mapping borrowed from [3].

A. Throughput & Opportunism Performance

In the first simulation, we investigate the overall system
throughput as the number of real-time users increases. For
a reasonable comparison of the throughput performance, in
this simulation all users have i.i.d. Rayleigh fading channel
capacity distributions with a mean SNR of2. Each real-time
user requires a guarantee of100 kbps over a time scale of
167 msec (100 slots) with an outage of1%. The total number
of users is fixed at 20, while the number of real-time users
increases from1 to 9. For a given number of real-time users,
the number of tokens required by each user was calculated
using the mixture bound and the system was simulated by
allocating these resources to each real-time user. To put our
throughput results in perspective, we theoretically calculated

the overall system throughput that would be achieved by the
20 users under max rate scheduling with no QoS constraint.
Here, we remind the reader that maximum rate scheduling
maximizes overall system throughputthat can be achieved. The
throughput achieved by our scheme as a percentage relative to
this upper theoretical bound is are plotted in Figure 5. The
first observation is that we are able to achieve more than
90% of throughput with1 real-time user. Second, note that
while the number of real-time users increases from1 to 9,
the throughput degradation experienced is less than9%. This
indicates that our scheme is quite robust to increases in the
number of real-time users in terms of degradation in the overall
system throughput.

In our second set of simulations, we studied the tradeoff in
the overall system performance as the QoS requirements were
relaxed. Here we allowed the users to undergo heterogeneous
fading. The setup is the same as the one used in describing
grouping in Section III. There are 5 real-time user all undergo-
ing Rayleigh fading with mean 3, 3, 2, 0.8 and 0.8, along with
16 best effort users, also experiencing Rayleigh fading with
a mean SNR of 2. In our simulations, we grouped the first
two real-time users (as discussed in the grouping example).
Each real-time user was given a guarantee of100 kbps with
an outage of1% over varying frame sizes. The number of slots
in a frame was varied from100 slots to1000 slots in steps of
100 slots.

In the heterogeneous case, comparing the performance of
our scheme to max rate scheduling is not reasonable. There-
fore, in this simulation we kept track of the average quantile
of the user served by our scheme, i.e.,E[

∑ntot

i=1 Fi(Xi)1Si ],
where 1Si is the indicator function of the eventSi, which
is the event that useri gets served under our scheme. Note
that opportunistic scheduling tries to serve the user that
is currently experiencing a ‘good’ rate. A measure of the
goodness of the current rate can be the quantile of the current
rate of the user, i.e.,Fi(xi(t)) [14]. Therefore the average
quantile of the user served under a scheme is a measure of
opportunism being exploited by the scheme. To again put our
results in perspective we plotted our results as a percentage
of the average quantile of the user served under maximum
quantile scheduling without any QoS constraints). Note that
by definition maximum quantile scheduling will maximize the
quantile of the user being served.

The results are plotted in Figure 6. We note that even for
strictest constraint a large part of opportunism, i.e., 84% is
exploited, and this grows to almost 90% as the constraint
loosens.

B. Outage versus Number of Best Effort Users

We now study the outage experienced by a real-time user
as the number of best effort users increases. This is interesting
because as the number of best effort users increase, real-time
users are more likely to get served only during the second
phase of the proposed scheduling scheme. Since the second
phase is less throughput efficient than the first, the outage
probability of a real-time user should increase with the number
of best effort users. However since our bounds are calculated
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for the worst case scenario, each real-time user should still be
able to meet his requirement, this is verified by our simulation
results.

The setup was similar to the heterogeneous case in the
previous subsection. Each real-time user required a guarantee
of 100 kbps over a time scale of167 msec (100 slots) with an
outage of1%. While the number of real-time users was5, the
number of best effort users was varied from5 to 45 in steps
of 5. Figure 7 shows the results in terms of the maximum
percentage outage experienced among all the real-time users.
Observe that the maximum outage is way below the target
outage of1%. We also note that the outage probability flattens
out as the number of best effort users increase, this is because
real-time users are now mostly served in the second phase of
the scheme.

C. Outage Performance under Slow Fading

Our analysis in this paper assumes fast fading channels,
this may be optimistic. Our simulations suggested that the
proposed scheme does not perform well under slow fading
channel conditions. We remedy this by proposing a heuristic.

In a frame some real-time users may be experiencing higher
fades than their mean, while other real-time users might be
suffering low fades. Then those experiencing high fades will
require fewer allocated tokens and vice versa. This imme-
diately suggests the possibility of token borrowing among
users, i.e., users undergoing high fade allow other users to
borrow some of their slots. If a real-time user satisfies his
data requirement before finishing his allocated tokens, his
remaining tokens are placed in a virtual pool. Whenever a
real-time user finishes his allocated quota of tokens without
satisfying his requirement, he can borrow tokens from the
virtual pool until his requirement is satisfied or the pool is
exhausted.

We simulated the performance of the proposed heuristic
under varying degree of correlation (in time) of users’ channel.
There were a total of20 users in the system with5 real-time
users with heterogeneous channel capacities as described in the
previous subsection. Each real-time user is given a guarantee
of 100 kbps over a time scale of167 msec with an outage
of 1%. The degree of correlation in a user’s channel is varied
using Doppler frequency from25 Hz to 55 Hz in steps of
10 Hz. The maximum percentage outage experienced across
real-time users observed for each step are plotted in Figure
8. Observe that the proposed heuristic is able to meet its
requirement for Doppler frequencies higher than or equal to
35 Hz. Note that when the scheme is unable to meet the QoS
criterion, one can suitably modify the size of the pool using
history (so as to meet the guarantee).

V. CONCLUSION

In this paper we proposed a scheduling and resource allo-
cation scheme that allowed base station to serve a mixture of
real-time and best effort users. The proposed scheme realizes
probabilistic QoS guarantees over short time scales to real-time
users while exploiting both intra and inter class opportunism
across users. The effectiveness of the proposed approach is
validated by simulation results. The proposed scheme also did
away with the conventional approach of providing QoS by
tuning relative weights among users. We also developed a sim-
ple call admission policy for the proposed scheme. A unique
advantage of the proposed approach is that it supports users
with arbitrary channel capacity distributions, this makes the
scheme amenable to real world scenarios. Finally we proposed
a heuristic for channels with slow fading characteristics.

APPENDIX I
PROOF OFTHEOREM 2.2

Before presenting the proof, we introduce some notation.
A vector of quantities sayWj is represented as

−→
W 1:l =

(W1, . . . ,Wl). For any two vectors
−→
W 1:l,

−→
V 1:l,

−→
W 1:l ≥ −→

V 1:l

means that for allj = 1, . . . , l, Wj ≥ Vj . In other words,−→
W 1:l is componentwise greater than

−→
V 1:l. Recall thatN∗

j is
the random variable representing the number of active real-
time users in the system when a typical real-time user gets
the jth token in the proposed scheduling scheme andNj be
the same quantity for the static division scheduling scheme.
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Then
−→
N ∗

1:k and
−→
N 1:k are the vector representation ofN∗

j and
Nj respectively. We begin by proving the following lemma.

Lemma 1.1:Consider the proposed and static division
scheduling scheme with all real-time users being allocated an
equal number ofk tokens. Then for a typical real-time user
under Assumption 2.1 and max rate selection criterion

Pr(
−→
N ∗

1:k = −→n 1:k) = Pr(
−→
N 1:k = −→n 1:k) (5)

for any vector−→n 1:k.

Proof: For the proposed scheduling scheme, consider
only those slots in which real-time users are served. There
are exactlynk slots of this type. If one considers the relative
slot assignment possibilities among real-time users in thesenk
slots, then the number of possible realizations is

(
nk

k...k

)
.

Now consider a slot among thesenk slots, say thelth one.
Then due to Property 2.2, every active real-time user during
that slot is equally likely to get selected for service. Again due
to Property 2.1 and 2.2, every real-time user is equally likely to
be competing or active during thelth slot. Then if we average
over all realizations of the proposed scheduling scheme, each
user is equally likely to get assigned thelth slot.

Then the probability of a realization of the proposed
scheduling scheme in terms of the assignment of thenk slots
among the real-time users is given by1

( nk
k...k)

. Consider such

realizations with
−→
N ∗

1:k = −→n 1:k for a particular real-time user.
Let there beh−→n 1:k

be such realizations, i.e, with
−→
N ∗

1:k = −→n 1:k

for the user. Then

Pr(
−→
N ∗

1:k = −→n 1:k) =
h−→n 1:k(

nk
k...k

) .

Similarly for the static division scheduling scheme,

Pr(
−→
N 1:k = −→n 1:k) =

h−→n 1:k(
nk

k...k

) .

Then clearly

Pr(
−→
N ∗

1:k = −→n 1:k) = Pr(
−→
N 1:k = −→n 1:k).

Next we present the proof for Theorem 2.2.

Proof: Recall that
∑k

j=1 Z∗j ≥st
∑k

j=1 Zj means that
for any z,

Pr(
k∑

j=1

Z∗j ≥ z) ≥ Pr(
k∑

j=1

Zj ≥ z). (6)

To prove this, we will show that for any vector−→z 1:k =
(z1, . . . , zk),

Pr(
−→
Z ∗

1:k ≥ −→z 1:k) ≥ Pr(
−→
Z 1:k ≥ −→z 1:k).

Conditioning on the number of real-time users present in each
of the slots, we get
∑
−→n 1:k

Pr(
−→
Z ∗

1:k ≥ −→z 1:k|−→N ∗
1:k = −→n 1:k) Pr(

−→
N ∗

1:k = −→n 1:k) ≥
∑
−→n 1:k

Pr(
−→
Z 1:k ≥ −→z 1:k|−→N 1:k = −→n 1:k) Pr(

−→
N 1:k = −→n 1:k). (7)

From Lemma 1.1, we know that

Pr(
−→
N ∗

1:k = −→n 1:k) = Pr(
−→
N 1:k = −→n 1:k).

Then to prove (7), we need to show that

Pr(
−→
Z ∗

1:k ≥ −→z 1:k|−→N ∗
1:k = −→n 1:k) ≥

Pr(
−→
Z 1:k ≥ −→z 1:k|−→N 1:k = −→n 1:k). (8)

Let M∗
j be the random variable representing the number of

active best effort users when a typical real-time user gets
selected thejth time. Then

−→
M∗

1:k is the vector representation
of the M∗

j . Conditioning left hand side of (8) onM∗
j , we get

∑
−→m1:k

Pr(
−→
Z ∗

1:k ≥ −→z 1:k|−→N ∗
1:k = −→n 1:k,

−→
M∗

1:k = −→m1:k)

Pr(
−→
M∗

1:k = −→m1:k) ≥ Pr(
−→
Z 1:k ≥ −→z 1:k|−→N 1:k = −→n 1:k).

We also know that channel variations are independent across
slots, thus we have that

Pr(
−→
Z ∗

1:k ≥ −→z 1:k|−→N ∗
1:k = −→n 1:k,

−→
M∗

1:k = −→m1:k) =
Pr(Z∗1 ≥ z1|N∗

1 = n1,M
∗
1 = m1) . . .

Pr(Z∗k ≥ zk|N∗
k = nk,M∗

k = mk),

and

Pr(
−→
Z 1:k ≥ −→z 1:k|−→N 1:k = −→n 1:k) =

Pr(Z1 ≥ z1|N1 = n1) . . . Pr(Zk ≥ zk|Nk = nk).

Therefore to prove (6), we need to prove that∀j,

Pr(Z∗j ≥ zj |N∗
j = nj ,M

∗
j = mj) ≥ Pr(Zj ≥ zj |Nj = nj)

This is clearly true from Property 2.3.

APPENDIX II
PROOF OFTHEOREM 2.3

We present a few lemmas before proving the theorem.

Lemma 2.1:Given any sequence of non-negative numbers
al, bl and cl, l = 1, . . . , n. If ∀ l, j, s.t. l > j, al ≥ aj

and ∀h = 1, . . . , n,
∑n

l=h bl ≥
∑n

l=h cl, then
∑n

l=1 albl ≥∑n
l=1 alcl.

Proof: We know that∀h,
∑n

l=h bl ≥ ∑n
l=h cl and

∀ l, j, st l > j, al ≥ aj . So∀h,

(ah − ah−1)(
n∑

l=h

bl) ≥ (ah − ah−1)(
n∑

l=h

cl),

wherea0 is defined to be equal to0. Summing over allh, we
get

n∑

h=1

{(ah − ah−1)(
n∑

l=h

bl)} ≥
n∑

h=1

{(ah − ah−1)(
n∑

l=h

cl)}.

This simplifies to
∑n

l=1 albl ≥
∑n

l=1 alcl.

Lemma 2.2:Consider the static division scheduling scheme
with all real-time users being allocated an equal number
of k tokens and max rate selection criterion. Then under
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Assumption 2.1, the data received by a typical real-time user
when it gets served for the last time, i.e., thekth time has the
same distribution asY , i.e., Zk ∼ Y .

Proof: Due to Property 2.1 and 2.2, the probability that
a user is the first one to leave the system, i.e., be selected for
servicek times is1/n. If it is the first user to leave the system,
thenZk ∼ X(n). Similarly for any value ofj, the probability
that a user gets selected thekth time when there are a total
of j active real-time users in the system is1/n. Then for that
user,Zk ∼ X(j). Hence,Zk ∼ Y .

Define a set,

Sn̄l
= {−→n l+1:k|∃nj in −→n l+1:k s.t. nj ≥ n̄l and

Pr(
−→
Z l+1:k ≥ −→z l+1:k|−→N l+1:k = −→n l+1:k) ≥

Pr(
−→
Z l+1:k ≥ −→z l+1:k|−→N l+1:k = (n̄l, . . . , n̄l))}.

Lemma 2.3:For any−→n l+1:k /∈ Sn̄l
,

Pr(
−→
Z l+1:k ≥ −→z l+1:k|−→N l+1:k = −→n l+1:k) ≤

Pr(
−→
Z l+1:k ≥ −→z l+1:k|−→N l+1:k = (n̄l, . . . , n̄l)).

Proof: We give the proof by contradiction. Assume
that ∃−→n l+1:k /∈ Sn̄l

s.t. Pr(
−→
Z l+1:k ≥ −→z l+1:k|−→N l+1:k =

−→n l+1:k) ≥ Pr(
−→
Z l+1:k ≥ −→z l+1:k|−→N l+1:k = (n̄l, . . . , n̄l)).

Now given the number of users present in the system, the
data transferred in a slot is independent of other slots. So,

Pr(
−→
Z l+1:k ≥ −→z l+1:k|−→N l+1:k = −→n l+1:k) =

Pr(Zl+1 ≥ zl+1|Nl+1 = nl+1) . . . Pr(Zk ≥ zk|Nk = nk)

and

Pr(
−→
Z l+1:k ≥ −→z l+1:k|−→N l+1:k = (n̄l, . . . , n̄l)) =

Pr(Zl+1 ≥ zl+1|Nl+1 = n̄l) . . . Pr(Zk ≥ zk|Nk = n̄l).

Since−→n l+1:k /∈ Sn̄l
, then∀j, nj < n̄l. So∀j, by Property 2.3

Pr(Zj ≥ zj |Nj = n̄l) ≥ Pr(Zj ≥ zj |Nj = nj).

This contradicts our assumption.

We prove Theorem 2.3 now.

Proof: The goal is to show
∑k

j=1 Zj ≥st
∑k

j=1 Yj , i.e.,
∀ z,

Pr(
k∑

j=1

Zj ≥ z) ≥ Pr(
k∑

j=1

Yj ≥ z).

To prove this, we will show that for any vector−→z 1:k =
(z1, . . . , zk),

Pr(
−→
Z 1:k ≥ −→z 1:k) ≥ Pr(

−→
Y 1:k ≥ −→z 1:k).

Since the Yj ’s are independent, this simplifies the above
inequality to

Pr(
−→
Z 1:k ≥ −→z 1:k) ≥ Pr(Y1 ≥ z1) . . . Pr(Yk ≥ zk). (9)

Using conditioning, we can rewrite the left side of (9) as

Pr(Z1 ≥ z1|−→Z 2:k ≥ −→z 2:k) . . . Pr(Zj ≥ zj |−→Z j+1:k ≥ −→z j+1:k)
. . . Pr(Zk ≥ zk)

Then (9) can be proved if we show that∀j,

Pr(Zj ≥ zj |−→Z j+1:k ≥ −→z j+1:k) ≥ Pr(Yj ≥ zj).

Conditioning on the number of users present in the system
during thejth time when the user is served,

∑n
nj=1{Pr(Zj ≥ zj |−→Z j+1:k ≥ −→z j+1:k, Nj = nj)

Pr(Nj = nj |−→Z j+1:k ≥ −→z j+1:k)} ≥∑n
nj=1{Pr(Yj ≥ zj |Ñj = nj) Pr(Ñj = nj)},

(10)

where allÑj are i.i.d. and uniformly distributed on{1, . . . , n}
(from (1)). Given the number of users in a slot, the data
obtained is independent of data received in other slots, so

Pr(Zj ≥ zj |−→Z j+1:k ≥ −→z j+1:k, Nj = nj)
= Pr(Zj ≥ zj |Nj = nj).

Note that whenNj = nj , then a user will have to compete
amongnj users to get service in the slot, so

Pr(Zj ≥ zj |Nj = nj) = Pr(X(nj) ≥ zj).

Also from equation (1), we have

Pr(Yj ≥ zj |Ñj = nj) = Pr(X(nj) ≥ zj).

We can simplify (10) to,
∑n

nj=1 Pr(X(nj) ≥ zj) Pr(Nj = nj |−→Z j+1:k ≥ −→z j+1:k) ≥∑n
nj=1 Pr(X(nj) ≥ zj) Pr(Ñj = nj)

(11)
From Lemma 2.1, (11) can be proved if∀l,

Pr(X(l+1) ≥ zj) ≥ Pr(X(l) ≥ zj) (12)

and∀n̄j ,

Pr(Nj ≥ n̄j |−→Z j+1:k ≥ −→z j+1:k) ≥ Pr(Ñj ≥ n̄j) (13)

From Property 2.3, it is clear that (12) is true. To prove (13),
first consider the right hand side of the equation. Referring to
Lemma 2.2, we get

Pr(Ñj ≥ n̄j) = Pr(Nk ≥ n̄j) =∑
−→n j+1:k|nk≥n̄j

Pr(
−→
N j+1:k = −→n j+1:k).

(14)

We know that ∀j, Nj ≥ Nj+1 almost surely. Thus
{−→n j+1:k|nk ≥ n̄j} ⊆ Sn̄j , then from (14) we get

∑
−→n j+1:k∈Sn̄j

Pr(
−→
N j+1:k = −→n j+1:k) ≥ Pr(Ñj ≥ n̄j). (15)

Now consider the left hand side of (13), conditioning on−→
N j+1:k, we get

∑
−→n j+1:k

{Pr(Nj ≥ n̄j |−→Z j+1:k ≥ −→z j+1:k,
−→
N j+1:k = −→n j+1:k)

Pr(
−→
N j+1:k = −→n j+1:k|−→Z j+1:k ≥ −→z j+1:k)} ≥

∑
−→n j+1:k∈Sn̄j

{Pr(Nj ≥ n̄j |−→Z j+1:k ≥ −→z j+1:k,
−→
N j+1:k = −→n j+1:k)

Pr(
−→
N j+1:k = −→n j+1:k|−→Z j+1:k ≥ −→z j+1:k)}. (16)
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Note that for−→n j+1:k ∈ Sn̄j ,

Pr(Nj ≥ n̄j |−→Z j+1:k ≥ −→z j+1:k,
−→
N j+1:k = −→n j+1:k) = 1.

So combining (15) and (16), if we can show that

Pr(
−→
N j+1:k ∈ Sn̄j

|−→Z j+1:k ≥ −→z j+1:k) ≥ Pr(
−→
N j+1:k ∈ Sn̄j

),

then we would have proven (13). Using Bayes’ formula we
can rewrite the above inequality as,

Pr(
−→
Z j+1:k ≥ −→z j+1:k|−→N j+1:k ∈ Sn̄j ) ≥ Pr(

−→
Z j+1:k ≥ −→z j+1:k).

Conditioning again on
−→
N j+1:k, we get

∑
−→n j+1:k∈Sn̄j

{Pr(
−→
Z j+1:k ≥ −→z j+1:k|−→N j+1:k = −→n j+1:k)

Pr(
−→
N j+1:k = −→n j+1:k|−→N j+1:k ∈ Sn̄j )} ≥∑

−→n j+1:k
{Pr(

−→
Z j+1:k ≥ −→z j+1:k|−→N j+1:k = −→n j+1:k)

Pr(
−→
N j+1:k = −→n j+1:k)}

(17)
This is true as a consequence of Lemma 2.3.

REFERENCES

[1] M. Andrews, K. Kumaran, K. Ramanan, A. Stolyar, R. Vijaykumar,
and P. Whiting. CDMA data QoS scheduling on the forward link with
variable channel conditions.Bell Laboratories Technical Report, Apr.
2000.

[2] M. Andrews, L. Qian, and A. L. Stolyar. Optimal utility based multi-user
throughput allocation subject to throughput constraints. InINFOCOM
2005. Twenty-Second Annual Joint Conference of the IEEE Computer
and Communications Societies, April 2005.

[3] P. Bender, P. Black, M. Grob, R. Padovani, N. Sindhushayana, and
A. Viterbi. CDMA-HDR: A bandwidth-efficient high-speed wireless
data service for nomadic users.IEEE Communication Magazine,, pages
70–77, July 2000.

[4] T. Bonald. A score-based opportunistic scheduler for fading radio
channels. InProc. of European Wireless.

[5] R. R. Boorstyn, A. Burchard, J. Liebeherr, and C. Oottamakorn. Statis-
tical service assurances for traffic scheduling algorithms.IEEE Journal
on Selected Areas in Communications, 18:2651 – 2664, Dec. 2000.

[6] G. C. Fox, R. D. Williams, and P. C. Messina.Parallel Computing
Works. Morgan Kaufmann Publishers, 1994.

[7] A. Jalali, R. Padovani, and R. Pankaj. Data throughput of CDMA-
HDR a high efficiency-high data rate personal communication wireless
system. InVehicular Technology Conference Proceedings, 2000. VTC
2000-Spring Tokyo, volume 3, pages 1854 – 1858, May 2000.

[8] Z. Ji, Y. Yang, J. Zhou, M. Takai, and R. Bagrodia. Exploiting medium
access diversity in rate adaptive wireless lans. InProc. of the 10th
annual international conference on Mobile computing and networking,
pages 345 – 359, Sept. 2004.

[9] E. Knightly and N. B. Shroff. Admission control for statistical QoS:
Theory and practice.IEEE Network, 13:20 – 29, Mar. 1999.

[10] R. Knopp and P. Humblet. Information capacity and power control
in single cell multi-user communications. InProc. IEEE International
Computer Conference, volume 1, pages 331 – 335, June 1995.

[11] D. Park, H. Seo, H. Kwon, and B. G. Lee. A new wireless packet
scheduling algorithm based on the cdf of user transmission rates. In
Proc. IEEE Globecom, pages 528–532, November 2003.

[12] D. Park, H. Seo, H. Kwon, and B. G. Lee. Wireless packet scheduling
based on the cumulative distribution function of user transmission rates.
to appear in IEEE Transactions on Communications, 2005.

[13] S. Patil. Opportunistic scheduling and resource allocation among hetero-
geneous users in wireless networks, Ph.D. thesis, Univeristy of Texas at
Austin. available at http://www.ece.utexas.edu/˜ patil/Thesis.pdf, 2006.

[14] S. Patil and G. de Veciana. Measurement-based opportunistic scheduling
for heterogeneous wireless systems. InSubmitted for journal publica-
tion, available at http://www.ece.utexas.edu/˜ patil/measurement.pdf.

[15] X. Qin and R. Berry. Opportunistic splitting algorithms for wireless
networks with heterogeneous users. InProc. Conference on Information
Sciences and Systems (CISS), March 2004.

[16] T. S. Rappaport.Wireless Communications, Principles and Practice.
Pearson Education, 2002.

[17] S. Shakkottai and A. Stolyar. Scheduling algorithms for a mixture
of real-time and non-real-time data in HDR. InProc. of the 17th
International Teletraffic Congress (ITC-17), Salvador da Bahia, Brazil,
September 2001.

[18] S. Shakkottai and A. Stolyar. Scheduling for multiple flows sharing a
time-varying channel: The Exponential rule.American Mathematical
Society Translations, Series 2, A volume in memory of F. Karpelevich,
Yu. M. Suhov, Editor, 207, 2002.

[19] P. Viswanath, D. Tse, and R. Laroia. Opportunistic beamforming using
dumb antennas.IEEE Transactions on Information Theory, 48:1277 –
1294, June 2002.

[20] D. Wu. Providing quality-of-service guarantees in wireless networks,
Ph.D. thesis, Carnegie Mellon University. Aug. 2003.

[21] D. Wu and R. Negi. Effective capacity: A wireless link model for support
of quality of service.IEEE Transactions on Wireless Communications,
2:630–643, July 2003.

[22] D. Wu and R. Negi. Downlink scheduling in a cellular network for
quality-of-service assurance.IEEE Transactions on Vehicular Technol-
ogy, 53:1547–1557, Sept. 2004.

Shailesh Patil received his Bachelor in Electronics & Com-
munications from Delhi University, India, in 2001 and M.S. and
Ph.D. both in Electrical & Computer Engineering from University
of Texas at Austin in 2004 and 2006 respectively. His research
interests include cross-layer design, scheduling of users and provding
quality of service in wireless networks. He is a recipient of Texas
Telecommunications Engineering Consortium (TxTEC) Fellowship
in 2002.

Gustavo de Veciana(S88-M94-SM 2001) received his B.S., M.S.,
and Ph.D. in Electrical Engineering from the University of California
at Berkeley in 1987, 1990, and 1993 respectively. He is currently a
Professor at the Department of Electrical and Computer Engineering
at the University of Texas at Austin. His research focuses on the
design, analysis and control of telecommunication networks. Current
interests include: measurement, modeling and performance evalua-
tion; wireless and sensor networks; architectures and algorithms to
design reliable computing and network systems. Dr. de Veciana has
been an editor for the IEEE/ACM Transactions on Networking. He
is the recipient of General Motors Foundation Centennial Fellowship
in Electrical Engineering and a 1996 National Science Foundation
CAREER Award, co-recipient of the IEEE William McCalla Best
ICCAD Paper Award for 2000, and co-recipient of the Best Paper
in ACM Transactions on Design Automation of Electronic Systems,
Jan 2002-2004.

14


